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0. Sunmary 
%

The following researches are done under the Grant No. AFOSR-

86-0048 during the year 1986-87.

(1) Two new measures are proposed to identify influential sets

of observations at the design stage- in view of prediction

and fitting. A relationship is established between one of

proposed measures and the Cook's measure at the inference

stage.

(2) The problem of measuring dispersion effects at different

levels of factors in factorial experiment is very important

in quality control studies. Assuming that for the fitted

model to the data -hcre is no significant lack of fit, we

proposed three measures of dispersion effects at levels 0

and I of factors in a 2 factorial experiment. All three of

them are relevant in replicated factorial experiments and

two of them are applicable to unreplicated factorial

experiments. We observe that the measures of dispersion

effects, based on residuals obtained by the least squares

fit of the modoL to the data, at levels 0 and I of a factor

are correlated iti most sit uat ions. We introduce a method of

adjusting residuals and then propose measures based on

residuals and adjusted residuals.

(3) This research is in progres. ',Io characterize designs which

enable us to measure and compare dispersion effects of

le,.'e :, I+, .. i.' , . .Wc o:.),it s,m- imporcant results in this

area.
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I. Research Done

1.1 Two Methods of Identifying Influential Sets of Observations

The assessment of influence of a set of observations in the

analysis of data is important not nnly at the inference stage but also

at the planning (or design) stage. A set of observations under a

design is said to be influential if the set affects not only the

fitting of the model to the data but also the prediction in terms of

thefitted model. In the problem of identifying sets of t (a positive 4

integer) influential observations, we assume the underlying design is

robust against the unavailability of any t observations [Ghosh

(1979)]. To explain this concept we consider the standard linear

model 'S

E(y) = XO, (1)

V(Z) = 021, (2)

Rank X = p, (3)

where y (Nxl) is a vector of observations, X(Nxp) is a known matrix,

2
_(pxl) is a vector of fixed unknown parameters and a is a constant %

which may or may not be known. Let d be the underlying design 3

corresponding to y. The design d is assumed to be robust against the

unavailability of any t observations in the sense that the parameters

in a are still unbiasedly estimable when any t observations in y are

unavailable. There are (U) possible sets of t observations. The ideat

uZ .(bustness of designs agalinst unavailability of data is fundamental

In mea3tlring the influence of a set of observations. We measure the

influence of a set of t observations by assuming the observations in

the set unavailable and then assessing the model fitted with the

remaining (N-t) observations.

454544~ ~~~~~~~ d ,, 4..44,44 z 7..*.*. *
4-
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First Method
b

We propose the first measure in terms of precise prediction of t

unavailable observations. A set of t observations is the most in-

fluentlal if the model fitted with the remaining (N-t) observations

doet the worst job in predicting L unavailable observations. We

denote the ith set of t observations in y by £ii); and the remaining

(i) (i)
observations in y by Y4 ; the corresponding submatrices of X by X 2

M1
and X the resulting design when t observations in the ith set are

unavailable by d The least squares estimators of B -"

under d and d are _ (X'X) X'- and 0 (i)
z-d

(X )' x i) )-xi Zj • We write the fitted values of y under d and

d as d = X1_ and = (i) . When t observations in the Ith

are unavailable, the predicted valueg of unavailable observations

(1) from
Y-2 from available observations are the elements in Y 2 X ().

The reliability of these estimators can be judged by V M2 )j =

2 x(i)(X(t)'x(i)j-'t'. The first meiqur_ of influence of
(i

is defined as

Trace (I9) (4) = v -'-; . (4) -.

The smallest value of f1 i-,..• ) for t=u, Indicates that
t

the uth set of t observations Is the least Influential in terms of

precise prediction of tiiava Ila ihI- observations. On the otherhand the

largr-,st value of I- t I for I=w, Indicates tle wtlh set

of t observrtoni is the ms,,t nf uent al.

We denote th tth obse rv:t- on in y by v ad the tth row in X by

-L
0

S.. .* I
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Theorem I For any design
-1 5

x.(X'X) x- 1 ) > Ii (5) :,

ici...i} I - xj(XXYx

where the i ,..., rows of X are rows of X -

t 2

Theorem 2 If for a design, the individual observations are equally

influential then
2

I (N-p) (6)

Theorem 3 If for a design, the Individual observations are equally

influential, then
tq

l r " ) > .( )::
" -2 -- (N-p)

From (6) and (7), we observe that for a design with equally

influential individual observations I1 x' > t I (y1 .

Second Method

The vector of least squares fitted values of N observations is

uncorrelated with a complete set of orthonormal linear function of y

with zero expectations. This fact implies the optimum property

"Minimum Variance" of the vector of the least squares fitted value as

an unbiased estimator of its expectation. Assuming a set of t

observations unavailable, the least squares fitted values of the

remaining (N-t) observations are correlated with a complete set of

orthonormal linear functions of y(Nxl) with zero expectation and

therefore the covariance matrix is not a null matrix. Further the

covariance matrix is away from the null matrix, the more influence has

the set of t observations on the least squares Fitted values of the

remaining (N-t) observations.

%
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Let Z ((N-p)xN) be a matrix such that Rank Z (N-p), ZX = 0 and b

ZZ' I. It can be seen that Cov(Yd,Zy) = 0. This implies that _d

has the minimum variance within the class of all unbiased estimators %

of E(y) under (1-3). When t observations are unavailable, the least

^(i) M] ).f
squares fitted values are Y4 = X _ (1 ) . We denote the sub-

(I) x(ti (i))'

matrices of Z corresponding to X and X by Z- It^by) a 2n The.-

follows that Cov( ),z) = a2rx(i)(xli)'x~l)f-xli)'z l i)']. The

Mv(i) .)

further Cov(Xy ,Zy) is away from the null matrix, the more.-".

influential is the set of t observations Y2 We thus have the

second measure of influence as

a = [Sum of Squares of elements in Covy (),Zy)J. (8)

The largest value of I2(Yv_. ), for i=w, indicates that the wth set of

t observations is the most influential. The following results show

some similarities between two measures of influence I and

2 ' 2 "

Theorem 4 The following is true for

= VZ (i) (i). (9),
1 il 2 L2 (9

Theorem 5 The following is true.

Trace V(Z i ) ^ ( )" -2 (10)

The equations (4), (8) and (10) display the similarity between two

measures of influence and .LandI Although the matrix Z is

not unique, it can be checked that 12 !Y 2 [)-I Is unique for all choices

of the matrix Z.

% %
;:S
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Relationship with Cook's distance I

Cook (1977) proposed a distance function between -, and id(i),

popular as Cook's distance, at the inference stage as

Di = ikd~)d(11) "
2

PS
d

where (N-p)S d = (y-yd)'(Y--yd). The Cook's distance Di measures

the degree of influence of t observations in the ith set on the

estimation of a. The following result shows that the first measure of i 'r

influence lly(Yi)) is in fact related to Di-

Theorem 6 From (4) and (II), we have

E(p S~ Di= 1 (yi) (12)
sd  _ •2

Examples are presented in Ghosh (1987) to illustrate applicability of

the two proposed methods.

References

Cook, R. D. (1977). Detection of influential observations In linear
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1.2 Comparing Dispersion Effects At Various Levels Of Factors In Factorial

Experiments.

2m
Ile consider a 2m factorial experiment undler a completely randomized

design. Let T(nxm) be the design. Th, rows of T denote treatments and

the columns denote factors. The design T is called an inner array for m

controlled factors. For various level combinations of noise factors

(outer array), we get replicated observations for every treatmont in T

(see Taguchi and Uu 1985). In the experiment, we take r (> 1) observa-

tions for every treatment. The case r = I is called the unreplicated ex-

periment and the case r > I is called the replicated experiment. Again, 

for simplicity equal replication is considered for the replicated experi-

ment and the idea is easily extendable to unequal replications. Let y ij'

be the jth observation for the ith treatment, y1 be the mean of all
iJ

observations for the treatment i, i= ,...,n and 'j= ,...r, and (N = nr) be

the total number of observations. The standard linear model for the

experiment is
(7)= xII, (1)'

2V(y) a 1, (2)

Rank X = p, (3)

where (Nxl) is the vector of observations, B(pxl) is the vector of

factorial effects considered In the experiment, X(Nxp) is a known matrix
21

that depends on the desig n T and a2 is an unknown constant. We denote

-1x
1! X(X'X) -1X, and R (1 -11). Th'' vectors lly IA RL are the vector of

least squares fitted vi l, i , .in the vector of res'tduais, respectively.

The fitted values for all 'rvittons corresponding to the ith treatment

are identical and iq den ,tc, t.v v l, ,. •.,n. ,uppose that for the

.- . .- -. . . -, -, -. I C -' S .'" -. ,

- - -. - - -.- .. -. ,.



fitted model to the data there is no significant lack of fit. The sum of

n r

squares of error is SSE = F £ (Yij-Y ), the mean square of error issquarsi=l J=1

HSE = (SSE/(N-p)), tile sum of squares of pure error is SSPE =

n r

Z (Y ij- i and the mean square of pure error is MSPE =

t=l j=l
(SSPE/n(r-l)). Note that both IlEE and SPE are measures of error vari-

2
ance a . We now take HSE and SPE as descriptive measures of noise. We

then express MSPE as the weighted average of (1SPE) I and (IiSPE)o, where

(MSPE) is called the contribution of the level u (u = 0,1) of the
a. 'a

factor to HSPE. We do the same for MSF. Different levels of a factor may a.

contribute differently to lISE and SPE. In gneral the contributions of

levels of a factor to noise (measured by 11SPE or SE) are called the

dispersion effects of levels of the factor.

We take a single factor out of m factors and develop the methods of

measuring dispersion effects at the level Q and I of the chosen factor.

We do not Introduce any otation for the chosen factor. This is to keep

our presentation neat and cl,an. We define for =1,...,n,

J'

I If the level of the fact,,r in the ith treatment is 1,

0 If the level of the factor in the ith treatment is 0. ,

Let D (NxN) be a diagonal matrix with n sets of diagoual elements and

the elements in the ith (i=1...,n) set are equal to 5 We define

Do = I-D It can be seen that I) = 0 aid bout 1) arid 1) are

idempotent matrices. We have 'a

N

-~ .* ~ - ~-~ v a - - .. '%
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SSE R D R R D y R Ly

10 %'

11 r + I r

2!

11j1 iIj- i= j=1 i)( iIL),

n1 r 11 r
SSPE = T 6 (D1 R +_ + 7 O  E 1 I)( .

1=1 j=I tj E )fi= jY Iji

The first set of measures of dispersion effecrs of levels of the factor

are

it 
2

u r -j j n r- )2.,.

2 1- j=l l

S2 (I) 4 L_
1 n

Hl r y ) r' 
'

F T 6 ( - --- I

at the levels I and 0, respect i ve ly

We have .II I

7 )6
MSiPY i- t
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i
Thus S1(1) and S0(1) are regarded as (MSPE)I anO (MSPE) in the notation ..

of the previous section. If SI(1) > S w(),e then say that the level 0

of the factor has less contribution to MSPE arid therefore would be

preferred to the level I in view of stability against noise factors.

We denote Rank R D R = V and Rank R D0 R = V0. We now present the '
1 1 0 0

the second set of measures of dispersion effects of levels of the factor

as

2
S (2) =('R DR y)R V

so(2) = (v' R. D R y),/Vo ,(5)".-

at the levels I gnd /, respectivelv. We have

V V
MS =(~~i~js(2) + -TS

We now investigate the situation where S 2(1) = S2 (2), u = 0,1. In
^ U

ot'er words, we like to characterize designs for which Y = Yv" We

denote the row of tLhe matrix X corresponding to the treatment i by

x'(Ixp). Note that for each ,, 1=1,...,n, the -tow x' is repeated r timesi "i

in X. Let X*(nxp) be a matrix whose ith row is x' . Notice that rows of-I.j

X* are infact distinct rows of X. We have X'X r(X*'X*). 3

Theorem 1. For i=I,...,n, y =Y if and only if X*(X*'X*) X*' - I.
• n

Corollary. For n = p, we have S(1) = S2(2), u 0,1.
u u (.

5%
We thus observe that for designs with n = p, two sets of measures are S..

identical. The class of deqlgns with n = p In( Iudes the known Plackett .4

and Burman designs (see Plackett -nd Burman 1947). We however strongly

K..

S.

I

, .r . . J, .(S. w r. . - "d- % . S. . ** S.. '*%**° .. . Z ' ' . % Z. .. 
" J ' Z °
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feel that this class of designs is very weak in view of measuring

dispersion effects, particularly for the condition that there is no

significant lack of fit.

We denote

o-10 R = r , x-R1 - , =)l

where Yu is the vector of alt observations corresponding to treatments

with 6, = u, u = 0,1 for the chosen factor. Two vectors of residuals
r.

r and r0 y at the levels I and 0 of the factor are generally cor-

related under the model (1-3). We now present a vector of "adjusted

residuals" at the level 0 of the factor, adjusted w.r.t. r, y so that

it Is uncorrelated with r v. We denote

r l = , R i l = ( , 1 1 ( R ,. .

( r12 ) R '112 R' 1 3 R 102 •.

where Rl1  (VlXVl) with its rank VI, r1l (Vl×xJ -with its rank V I . In %

fact we have Ril l = rlirll. We now write

r~ r( - RIO, RU r (6)

It can be seen that Rank r = [(N-p)-V = V (say) and furthermore,
OaI Ia

Cov(rll y, ro yJ = 0. We call ro _ the vector of "adjusted residuals"

at the level 0 of the factor, adjusted w.r.t. the residuals at the level

I of the factor. We den'ti-

r
1
, = roa2 '

'""-
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where rOa (V OaxN) with its rank Voa* We now have the sum of squares of %

the sets of linear functions r,, _y and r0 aI O L [see Scheff5 1959] as I %

SS(r i _ * yj 'rt= [r1 lrl ]- 'r I

SS(roai ) = *'j [r r . 1 .(7)Oa ai Oal r oal 7

with d.f. V and Voa, respectively. We present the measures of

I a

dispersion and adjusted dispersion effects of levels of the factor

S 2(3) = [SS(rii )/vl]

S (3) = [SS(r y)/v 0 J , (8)SOa rOa ItY On

at the levels 1 and 0 (adjusted for level 1), respectively. We have

MSE 2(3) + Oa S2 (3). (9)
- (N-p) Oa

Following the above approach we find the vector rla y of adjusted

residuals at the level I of the factor adjusted w.r.t. r0 y so that it is

uncorrelated with r0 _. Let ral (Vla XN) be a submatrix of r la such that

Rank lal Rank ra =Via ro 1 (V0 xN) be a submatrix of r0 with Rank r

- ?.uk i z V0. We again present the measures of dispersion and adjusted

dispersion effects of levels of the factor

S (3) = [SS(r Yj)/V a]Sla lal l

s (3) = [sS(ro jv 0 ] , (10)

at the levels I (adjusted for the level 0) and 0, respectively. We have

/V \ V -

la 2Vla S2 (3) + - (3) (N-p) V + V V1 + V (11
MSE = (N-p) Ia + ( --7/ 0 ' la + 1 Oa

Theorem 2. The tollowi n rem It are true.

n11
i. V a v>( g ) r l , "aZ ,( - l )r I

la t=

Z1



1.1 V S2  3) > ( 6 )(r-l)S 2(1),
la la 1=1

Va S 2 (3) > ( (1-6 ))(r-I )S2 (1)

iii. if Vi )(6E-0) then S 2 (3) S2(1)

iv. If V = 16))(r-1) then S 2 (3) =SL(l).Oa 1= Oa 0

We now study the measures in two extreme siftuations: (1) rl and

ro are uncorrelated, i.e., R,, 0, (11) rl 'L anid ro y are completely

correlated, i.e., r 1) r for some matrix D.

2 2 S2Theorem 3. Consider the situation R 0. Then S (3) =S(2) =S2 (3),
10 u u ua

u=O, .

Theorem 4. If r 0 r then we have r0  0, V 0 arid SS(r )
G1 i O a Oat

-0.

Theorem 3 tells that in case R1 0 =0 there is no need for the adjustment

of residuals. Theorem 4 tells that in case ro E~fs linearly dependent on

dependent on r, ~y then the level I of the factor makes all contribution

to SSE and the level 0 does not make any addttionial contribution to SSE.

In case V0  .Va 0, we have VO= 1, (N-p), r0  - D r1  and D is

nonsingular. This is a situation where the levels 0 and I have equal

dispersion effects because of the design influence. It follows from

Theorem 2 that for r > 1, V0  anid V are both nonizero. (We assume

naturally that there is at lenst onie 6, = I arid at least one (1-6 )1.)

For the case r = 1, at least one of V and V could be zero or both of

them conuld bp nonzero. We now c'uiis ider the imrportrant si tuatiton when

* ~ %
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bohV n aenozr. fS2 (3) > Maximum (S20(3) , S 2 (3)), then "both VO and Va 20 Oa

the level 0 of the factor has an advantage edge over the level 1. On the

other hand if S2 (3) < Minimum (S2(3), S2 (3)), the level I of the factor2(3 <Miimm(o0 Oa

is superior to the level 0 in terms of smaller dispersioti effects.

We now state some properties of the descriptive measures proposed in

Section 3 under the model (1-3). We first observe that the measures

S 2(1) and S 2(1) do not depend on the fitted model and all other measures
1 0

depend on the fitted model. The measures S2(1) and S(1) are always

2 S2(2uncorrelated under the model (1-3). The measures S (2) and S (2) may
1 0' %S

however be correlated. Two sets of linear functions of observations D1 R

3' and Do R y are uncorrelated if and only if D1 R Do = 0. Therefore if D1
R Do = 0 then S2 (2) and S (2) are uncorrelated. We have the

10

following results:

2
Theorem 5. Suppose y nu N(x$g,o I). A necessary and sufficient condition

that

(1) R D1 R~ Central X2 with d.f. - Trace R11 ,
2a

y' R Do R
22(2) 02 ~ tCentral X with d.f. =Trace Root

o%

(3) and furthermore, (I) and (2) are statistically indeptndent,

is that RI0 = 0

Notice that D1 R Do = 0 if and only if RI0 = 0. Moreover, VI + VO -

(N-p) if RI0 = 0 and V, + V0 could be greater than (N-p) if RI0 * 0. We

question the use of estimators S (2) and S (2) for comparison unless

RI 0 = 0. We of course realize that the condition RI0 = 0 is too

stringent to satisfy even for one out uf m firtors.

. % .
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Theorem 6. The following results are true. I

n r n r
a. E E 6i(yij-y i ) = E E (1-6i)(yij-yi )  

=

i=l j=l i=1 j=l

b. If for the factor R1 0 = 0, then

b.l. R11 and R00 are idempotent matrices,

b.2- (1,4-y.) =Ru. y-u u =0,1,

b.3. X' R = 0, u = 0,1, I
u uu

n r n r -

b.4 E E 6
1Y(iY 1  = (- )y' (y -Y1  0.b.4 Z E i(Yij - y i ] :  t iji i( -i) :O -

i=1 j=l 1-- j=L I .J

The measures S 2() and S2u)a (3), u = 0,, are always uncorrelated.

The reason for adjusting residuals is to obtain uncorrelated dispersion

effects.
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2. Research in Progress b

2.1 Characterizations of Designs In Measuring Dispersion Effects %

in Factorial Experiments.

.5'

In the problem of comparison of dispersion effects at levels

0 and I of a factor, we observe that certain designs are very

good and the other designs are not so good. Among orthogonal

designs there are designs which do not serve any purpose but

there are orthogonal designs which are powerful. The balanced

designs can be chosen to be efficient for this purpose. Some

results for which I am proud of, are obtained. As mentioned .

before, this research is in progress, the details will come out

in the near future technical report.

3. New Discoveries S

Two new measures are proposed to identify influential sets

of observations at the design stage in view of prediction and

fitting. In the problem of measuring dispersion effects at

different levels of factors in factorial experiment, a method of

adjusting residuals is introduced and then measures are proposed

I
based on residuals and a(1 Is ted iresiduals.

4. Publications

We present the list of published, accepted, and submitted

papers under the Grant AFOSR-86-0048.

Ghosh, S. (1986). On a new graphical method of determining the

connectedness in three dimensional designs. Sankhya, 48.

Ser. B. Pt. 2, pp. 20/-215.
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Ghosh, S. (1987). Influential nonnegligible parameters under the

search linear model. Commun. Statist. - Theory Meth.,

16(4), 1013-1025.

Ghosh, S. and Zhang, X. D. (1986). Two new series of Search

designs for 3 factorial experiments. (To appear in

November 1987 issue of Utilitas Mathematica.)

Chosh, S. (1986). Non-orthogonal designs for measuring dis-

persion effects in sequential factor screening experiments

using search linear models. (To appear in Communications in

Statistics, Issue A12, No. 10, 1987.) I
I

Ghosh, S. (1987). On two methods of identifying influential sets

of observations (Submitted to Statistics and Probability

Letters.) -

Chosh, S. and Lagergren, E. (1987). Comparing dispersion effects

at various levels of factors in factorial experiments.

(Submitted to Technometrics.)

5. Conferences Attended

The following is a list of conferences I attended during the

year 1986-1987 (December 1986 - November 1987). 3

(i) Conference on the analysis of the unbalanced mixed model,

April 6-10, 1987, University of Florida, Gainesville,

Florida.

(2) Foundations and philosophy of probability and statistics, An

International Symposium in Honor of I. J. Good, May 25-26,

1987. Eastern Region [rstit~ite of Mathematical Statistics

meeting May 27-29. Virginia Tech., Blacksburg, VA.
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I presented the contributed paper "Two methods of identi-

fying influential sets of observations".

(3) Group Invariance Applications in Statistics NSF/CBMS

Regional Conference, June 15-19, 1987, The University of

Michigan, Ann Arbor.

(4) Joint Statistical Meetings American Statistical Association,

Biometric Societies, Institute of Mathematical Society,

August 17-20, 1987. San Francisco. 
6

I presented the contributed paper (joint with X. D. Zhang) "-

"Two new series of search designs for 3m factorial experi-

ments". 
.

6. Interactions

Mr. Xiao Di Zhang, completed his Ph.D work under my direc-

tion in the Winter of 1987. The title of his thesis is "Search

designs with applications to off-line quality control". Mr Eric

S. Lagergren is working for his Ph.D. thesis under my direction

Ln the area of measuring dispersion effects. Mr.. Hamid Namini is

working for his Ph.D. thesis under my direction in the area of

robustness of designs against the unavailability of data. Ms. Jo

Mahoney of UC, Irvine and Hughes Aircraft Company, is working for

his Ph.D. thesis under my direction in the area of deleted

factorial designs in incomplete blocks.
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